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Graphics processing unit (GPU) based fast calculation meth od for computer generated spherical hologram
(CGSH) of a real-existing object is proposed. Three-dimensional (3D) point cloud is constructed by
capturing a real-existing object from multiple directions using a depth camera. The GPU based calculation
is used in both hologram generation part and numerical reconstruction part of the CGSH. The improved
calculation e�ciency is veri�ed by comparing the computati on speed between central processing unit (CPU)
based and GPU based implementation.
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Holography has been considered as a perfect three-
dimensional (3D) display technique because of its many
advantages. In comparison to other 3D display tech-
niques like stereoscopy and autostereoscopy, a special
feature of the holography is that it can shape not only
the intensity but also the phase distribution of objects'
wavefronts[1� 4]. In traditional holograms, seemingly ran-
dom patterns which contain phase and intensity infor-
mation of objects are recorded on special photosensitive
materials. The size and shape of the hologram recording
surface determine the �eld of view and information ca-
pacity that can be extracted from objects. Wider di�rac-
tion angles can be obtained by using curved holograms[5] .
However, optical synthesis of the curved holograms has
several obstacles, because it is di�cult to construct a
coherent system for spherical or cylindrical holograms.
Computer generated hologram (CGH), which is made by
computer simulation, can be an ideal alternative. The in-
terference between a reference wave and an object wave
can be computed using wave propagation theory in a
computer. Therefore, CGH enables us to obtain opti-
cal �eld of hologram with any shape and any size[6� 12] .

Recently, some of us reported an initial idea for com-
puter generated spherical hologram (CGSH) of a real-
existing object[7] . One of the advantages using the CGSH
is that it can provide same quality reconstruction images
in signi�cantly lower bandwidth comparing with a planar
hologram. Thus the required number of sampling points
for a given �eld of view is much smaller than a conven-
tional planar CGH. Another one is that it is able to pro-
vide omnidirectional perspective view images of 3D ob-
jects. Though the number of samples to calculate omnidi-
rectional optical �eld of 3D objects in the CGSH is much

smaller than in the case of using many planar recording
surfaces, it still requires a large number of samples in the
CGSH. Thus, huge amount of computation load is one
of the main issues in curved CGH calculation. In order
to solve this problem, several literatures associated with
speed enhancement in curved hologram generation have
been reported[8� 12] . Sando et al.[9] proposed a typical
acceleration method for calculating cylindrical CGH. In
their method, the core idea is the use of fast Fourier trans-
form (FFT) algorithm for cylindrical hologram, in which
the di�raction integral for a cylindrical surface is calcu-
lated through the convolution method. Later, Tachiki et
al.[10] proposed a similar idea for CGSH. In these meth-
ods, however, selection of objects has some limitations.
In order to obtain the convolution form, the shape of
objects must be equal to the shape of hologram. More-
over they should be concentric to each other. Jackin and
Yatagai[11;12] proposed the wave propagation method in
the spectral domain and de�ning 3D objects in the cylin-
drical and spherical coordinates. Although these meth-
ods, which are able to use FFT algorithm for obtaining
high-speed computation, have signi�cant advantages in
non-planar CGH synthesis, they still su�er from several
drawbacks, such as the use of real-existing objects and
the error caused by approximation calculation. Since
most of all electro-holographic displays are manufactured
as planar type so far, precise optical reconstruction of
curved CGHs is extremely di�cult to carry out in the
actual practice. Thus, curved CGHs have to use numeri-
cal experiments to verify the reconstruction results. It is,
however, hard to devise a fast calculation that calculates
optical �eld propagation between a curved and a planar
surface, and there are few reports which deal with this
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Fig. 1. (Color online) Overall procedure of the proposed
method.

problem so far.
In this letter, we propose a fast calculation method for

the CGSH in both hologram generation and numerical
reconstruction processes on the graphics processing unit
(GPU) platform. The GPU technique allows us to use
a set of parallel calculations for every sampling point on
the spherical hologram. Furthermore, low cost of GPU
board and exibility in both software modi�cation and
hardware extension can also be advantages of using the
accelerating calculation.

The proposed method consists of three stages, and the
entire procedure is shown in Fig. 1. Firstly, the 360 de-
gree depth information of a real object is extracted by
using a depth camera to capture several perspective im-
ages of the object[13] . Multiple point cloud sets from the
corresponding depth maps are then transformed to be
merged into a single 3D model in a common Cartesian
coordinate system. Secondly, the CGSH for the object
is obtained by proposed GPU based calculation. Finally,
several partial regions of the synthesized CGSH are se-
lected and numerically reconstructed to the correspond-
ing observation plane using the GPU computation.

In the CGSH synthesis, occlusion e�ect should be con-
sidered correctly. In the proposed method, all of the
hologram points play the role of viewpoints. Thus, only
the visible object points which are extracted by using
hidden point removal (HPR) method [14] are used to cal-
culate the complex amplitude of the corresponding pixel
in the CGSH. We denoted the visible points set and the
corresponding hologram point asP̂ (� g, � h ) and U(� g,
� h ), respectively. Calculation for the corresponding holo-
gram point using the HPR is explained in detail in the
previous work[7] . � and � indicate the latitudinal and
azimuthal axis as shown in second part of Fig. 1. g
and h indicate index of the corresponding variables. The
optical �eld induced by P̂ (� g, � h ) is calculated using a
ray-tracing method between the object points and the

spherical hologram as

U(� g; � h ) =
N vX

j

A j

dj
exp
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j 2�d j

�

�
; (1)

where

dj =
p

X 2 + Y 2 + Z 2;

X = r sin� g cos� h � x j ;

Y = r sin � g sin � h � yj ;

Z = r cos� g � zj ;

is the distance between the object pointPj (x j , yj , zj ) and
the hologram point U(� g, � h ), � is the wavelength,A j is
the intensity of j-th object point, and Nv is the number
of the object points in the visible point set P̂ (� g, � h ).

Figures 2(a) and (b) show owcharts of the CGSH syn-
thesis on central processing unit (CPU) and GPU, re-
spectively. According to the big O notation, the total
computational order of the conventional CPU based cal-
culation method is O = Nv � N � � N � , whereN � and N �
are the minimum number of necessary samples in� and �
directions, respectively. N � and N � have been de�ned as

N � = 2 � jf L � jmax = kr max ; (2)

N � = 4 � jf L � jmax = 2 kr max ; (3)

where (jf L � jmax , jf L � jmax ) is a pair of the maximum local
spatial frequency for phase of the optical �eld, k=2 � / �
is the wave number, andrmax is the radial distance of an
object point which has longest distance from the coor-
dinate origin. GPU parallel computation is very appro-
priate for the CGSH because computation for complex
value of each pixel does not a�ect those on other pix-
els. Thus, the optical �eld induced from the 3D objects
can be simultaneously calculated to all of the pixels in
the spherical surface by using the proposed method. In
the GPU based CGSH synthesis, it �rstly needs to pro-
vide a reasonable amount of infrastructure to create the
threads to execute a kernel function. The NVIDIA com-
pute uni�ed device architecture (CUDA) [15] technology
can process more than thousands of threads simultane-
ously, and enables massively parallel execution of instruc-
tions. The kernel function plays the role of a connector
that transmits all required parameters from host (CPU)
to device (GPU). Required memory of the threads should
be pre-assigned in the GPU. In the implementation, the
amount of threads, which is equal to the total sample
number N � � N � , is allocated to guarantee completely
parallel processing. As shown in Fig. 2(b), each thread
has an identi�cation thread ID (TID) in charge of com-
puting the value of CGSH pixels. The large number of
threads are fed to obtain the complex amplitude of all
pixels in the CGSH in parallel. Therefore, the computa-
tional load is signi�cantly decreased asO = Nv . After
obtaining the hologram �eld, the kernel function returns
the whole information from the device to host.

In the same manner, we enhanced the calculation speed
of the numerical reconstruction process using the GPU
parallel computation. In this process, several small
regions of the synthesized CGSH are arbitrarily selected
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Fig. 2. Comparison of the operation ow between CPU and GPU ba sed CGSH synthesis. (a) Conventional operation process
on CPU and (b) proposed parallel operation process on GPU.

Fig. 3. (Color online) Con�guration of the GPU based curved
hologram reconstruction.

and back propagated to corresponding observation planes
in order to verify accuracy of the CGSH. Generally, when
hologram �eld is speci�ed over a curved surface, optical
�eld of the reconstruction plane requires one by one cal-
culation, resulting in a cumbersome computation load.
Hence, GPU parallel processing is also very e�ective for
numerical reconstruction of curved holograms. Figure
3 shows the con�guration of the reconstruction process

using the proposed method. The reconstruction process
between the curved plane and at one is computed by
assuming each element in the curved hologram is a spher-
ical wave source. Note that, it is not an exact solution
for calculating di�raction �eld between curved plane and
at one. But this is a reasonable paraxial approxima-
tion, in the sense that the extent of the reconstruction
plane and the spherical hologram patch is very small in
comparison with the radius of the spherical hologram.
Hence, the reconstruction of the proposed method can be
considered as a reverse operation of the hologram gener-
ation process. Thus, the complex value of a pixel in the
reconstruction plane is calculated by accumulating back
propagated spherical wave from pixels in the patch of the
CGSH. All the threads with corresponding TID handle
the complex value calculation of the corresponding pixel
in the reconstruction plane simultaneously. In the end,
the allocated device memories and the GPU resources
should be completely released.

The proposed method is veri�ed by some numerical
experiments. The CGSH of a single object point is used
for con�rming the accuracy of the CGSH which is calcu-
lated on the GPU. We generated the spherical hologram
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with radius 1 cm from a single point when it is located
at P1(x1, y1, z1)=(50 � m, 0, 0), P2(x2, y2, z2)=(0, 50
� m, 0) and P3(x3, y3, z3)=(0, 0, 50 � m), respectively, as
shown in Fig. 4(a). Amplitude and phase distributions
of the CGSH for the three cases are shown in Figs. 4(b)
and (c), respectively.

Without loss of generality, the comparison of the
elapsed time for di�erent resolution CGSH, which is
calculated from a single object point using the CPU and
the GPU, is shown in Fig. 5. In the GPU computation, it
needs to transmit all required parameters from the host
to the device, and then return the obtained hologram
data from device to host, after completing the calcula-
tion. Actually, the data transmission between CPU and
GPU also spends time. As the hologram size increases,
because the consuming time on data transmission occu-
pies relatively small portion of total elapsed time, the
performance of the GPU based implementation shows
that it is remarkably faster than that of CPU based
implementation. Hence the GPU parallel computation
is very appropriate for accelerating a large size CGSH
synthesis.

In the experiment, the constructed 3D model is com-
posed of 14531 points while the size of the object is
limited in the range from � 0.14 to 0.14 cm in eachx, y,
and z axis. Radius of the spherical hologram is 9.57 cm.
According to Eqs. (2) and (3), the number of entire sam-
ples in the CGSH is calculated as 21765(� )� 43530(� ),
thus angular pitches in � and � directions are both
1.4434� 10� 4 rad. By using the proposed method, the
whole hologram computation takes 238 seconds, which
is more than 1000 times faster than that of CPU based
calculation for same resolution CGSH of same objects.

In the reconstruction process, size of the selected re-
gions is 150(� )� 150(� ), the size of the corresponding

Fig. 4. (Color online) (a) Position of the object point and
hologram surface, (b) amplitude distribution and (c) phase
distribution of the CGSH.

Fig. 5. (Color online) Comparison of the calculation speed
between CPU based and GPU based CGSH of a single object
point.

Table 1. Computing Environment and Parameters

Item Model Details
CPU Intel Core i7-4770 1 CPU, 8 cores, 3240 GHz

GPU NVIDIA GTX 650
1 GPU 384 CUDA cores

and 1 GB memory
OS Windows 7 64 bits
IDE Visual Studio 2010 64 bits

GPU API NVIDIA CUDA Ver. 5.5

Depth-camera
XBOX 360 C# Program to run

KINECT Sensor KINECT SDK

Fig. 6. (Color online) Reconstruction images of partial re-
gions of the CGSH using GPU parallel computation. Center
position of selected curved holograms: (a)c:(90� , 90� ), (b)
c:(110� , 120� ), (c) c:(60 � , 130� ) and c:(120� , 280� ).

Fig. 7. (Color online) Comparison of calculation speed of
CPU based and GPU based numerical reconstruction.

reconstruction plane is 256� 256 and the pixel pitch is
13.5 � m, thus the width and height of the reconstruc-
tion plane are both 3.45 mm. Because the area of the
reconstruction plane is bigger than that of the curved
hologram, the higher order reconstruction images also
appear in the result. For this reason, we crop some
higher order parts that overlap with the image we want
to obtain in Figs. 6(c) and (d). The speci�cations of
the environment for the computer simulation are listed
in Table 1.

Figure 6 shows the reconstruction images from the
selected curved holograms with center positionc(� , � ),
where positions of the object and the spherical hologram
are as shown in second part of Fig. 1. It demonstrates
that the CGSH indeed contains omnidirectional infor-
mation of the real object and it is able to reconstruct
corresponding perspective of the object successfully.

Figure 7 shows the comparison of the reconstruction
speed based on CPU and GPU, in the case of recon-
structing 150� 150 resolution curved hologram to the
reconstruction plane with di�erent sizes. In the CPU
based reconstruction, the total computation order is
Nc� � Nc� � N rx � N ry . In contrast, using the proposed
GPU based method enables us to calculate each pixel of
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reconstruction plane simultaneously. Thus, the compu-
tation order is reduced to Nc� � Nc' . The Nc� and Nc'
are the numbers of the samples of the curved hologram in
� and � directions; N rx and N ry are the numbers of the
samples of the reconstruction plane. As shown in Fig. 7,
for the same resolution curved CGH, by increasing the
reconstruction plane resolution, the parallel computa-
tion e�ect is signi�cantly enhanced. Note that, because
one GPU is used in the computation process, only the
pixels of reconstruction plane are calculated in parallel.
However, the operation that accumulates the back prop-
agated spherical wave from points of hologram to one
pixel of the reconstruction plane, has to be conducted
sequentially. Therefore if multiple GPUs are used in this
process, it is able to decrease the computational order of
reconstruction process to 1.

In conclusion, GPU based speed enhancement algo-
rithm in the computation of CGSH and the numerical
reconstruction process is proposed. It is 1000 times
faster than CPU based implementation for synthesizing
a 21765(� )� 43530(� ) size CGSH; and 35 times faster
for reconstructing 150(� )� 150(� ) size curved hologram
which is a patch of the CGSH to a 256� 256 size re-
construction plane. The proposed method is able to
alleviate the problem of huge amount computation load
in the CGSH synthesis which contains 360� �eld of view
of real-existing objects, and enables us to reconstruct
any perspective view images of the object more rapidly.
Furthermore, if more than one GPU can be used in the
reconstruction process, it is able to provide a real-time
numerical reconstruction of the CGSH. We believe that
it can be an appropriate alternative of providing CGH
contents for omnidirectional holographic display.

This work was supported by the IT R&D program of

MSIP/KEIT (Fundamental technology development for
digital holographic contents).
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